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Abstract— Nowadays Wireless Sensor Networks (WSNs) are object of development constrains and difficulties such as the increasing RF spectrum saturation. This brings hindrances to Wireless Ad-Hoc Sensor Networks (WAHSNs) deployment, especially for critical and sensitive applications.
Cognitive Networks, leaning on a cooperative communication model, represent a new paradigm aimed at improving wireless communications. Cognitive Wireless Sensor Networks (CWSNs) compound cognitive properties into common WSNs, developing new strategies to mitigate difficulties arising from the constraints these networks suffer regarding energy and resources.    
It is important to investigate cognitive models to explore their benefit over our WAHSNs. However, just a few platforms allow their study due to their early research stage and they still show scarce or specific features. Investigations take place mainly over simulators, which provide partial and incomplete results. 
This paper presents a versatile platform that brings together cognitive properties into WSNs. It combines hardware and software modules as an entire instrument to research over CWSNs. The hardware fits WSN requirements in terms of size, cost and energy. It allows communication over three different RF bands, becoming the only cognitive platform for WSNs with such capabilities. Besides, its modular and scalable design is widely adaptable to almost any WAHSN application.
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[bookmark: _Ref332210646]INTRODUCTION
ACCORDING to the CISCO report [1], ubiquitous computing is shown as one of the most important trends with a 40-fold increase between 2010 and 2015. Typical ubiquitous applications include security and surveillance, automatic monitoring of forest fires, avalanches, hurricanes, health or vehicular networks. WAHSNs provide a technological solution to these challenges, so their growth is closely linked to these data. 
This increasing demand for wireless communication presents a challenge to efficient spectrum utilization and spectral coexistence. Regarding spectrum scarcity, most WSN solutions operate on unlicensed frequency bands. In general they use the Industrial, Scientific and Medical (ISM) bands like 2.4 GHz band also used by Wi-Fi or IEEE 802.15.4 devices. For this reason, the unlicensed spectrum bands are becoming overcrowded [2]. 
To address this challenge, new techniques arise to be applied in WAHSNs as Cognitive Radio (CR) [3]. CR enables opportunistic access to the spectrum throw cooperation and context awareness. Spectrum sensing capabilities and cooperation between devices allows for better spectrum use and better data reliability. The concept of Cognitive Networks (CN) was proposed as a wireless network that is aware of its environment and adapts itself, thanks to cooperation, its internal values to achieve reliable and efficient communication. CN has three main technical components: cognitive capabilities of devices, collaboration among terminals and learning about the history. 
Adding cognition to the existing WAHSNs infrastructure will bring about many benefits. In fact, WAHSNs is one of the areas with the highest demand for cognitive networking due to overcrowded unlicensed bands. The introduction of CR capabilities in sensor networks provides a new paradigm offering new opportunities to improve their performance, but also implies some challenges to face [4]. Specifically, the study of the sensing state, collaboration among devices, energy efficiency or decision taking. 
But despite the CWSNs potential they are not deeply explored yet. Real or simulated scenarios scarcely exist and the importance of realistic platforms is crucial to the improvement and development of this new field. The shortage of CWSNs devices or test-bed contributes to the scarce appearance of results in this area. 
WAHSN is a mature area, and it exists significant platform devices and test-beds for research or even real applications but, in the other hand, CWSNs realistic devices with access to different spectrum zones do not exist. In order to enable and promote this new paradigm, an effort to impulse the technology with devices and test-beds are necessary. Therefore, in this work, a new platform for CWSN development is proposed. It consists of a WSN device which provides access to different spectrum bands.
When designing CWSN devices, the fact that WSN nodes are very limited in terms of memory, computational power or energy consumption is not insignificant and must be taken into account in the design process. Hence, the architecture must be cost saving, meaning that the processing resources of the Microcontroller (MCU) are finite both in rough processing as well as in memory allocation for data. As a development platform, the software architecture must provide advantages when implementing cognitive strategies so it can be seen as valuable tool. The design must be modular so it will not need to be redone entirely with every particular change and scalable, allowing flexibility to the applications. 
The cognitive architecture is based on the model proposed in collaboration with with the Berkeley Wireless Research Centre and the Telecommunication Networks Group at TU Berlin [5]. This Conectivity Brokerage architecture describes a model for cognitive networks deployment.
The organization of the paper is as follows: section II is a general view of the state of art and it addresses the need of this work. A full hardware description of the platform is shown on section III. Parts IV and V describe the software modules for hardware and cognitive algorithms control, ending with some conclussions on part VI.
[bookmark: _Ref332210538]Related work
Because of the novel research field, there are not many specific devices to build applications and services over CWSN. It is natural that most of works are based on WSN platforms on one side and Software Defined Radio (SDR) platforms on the other side.
There are many SDR platforms that have been developed to support individual research projects. The Japanese National Institute of Information and Communications Technology (NICT) constructed a SDR platform [6] to trial next generation mobile networks. The platform has two embedded processors, four Xilinx Virtex2 FPGA and RF modules that could support 1.9 to 2.4 and 5.0 to 5.3 GHz. The signal processing was partitioned between the CPU and the FPGA, with the CPU taking responsibility for the higher layers. An objective of this platform is to explore selection algorithms to manage handover between existing standards. 
Berkeley Cognitive Radio Platform [7] is based around the Berkeley Emulation Engine (BEE2) which is a platform that contains five high-powered Xilinx Virtex2 FPGAs and can connect up to eighteen daughter-boards. In this platform, daughter-boards have been designed to support up to 25 MHz of bandwidth in an 85 MHz range in the 2.4 GHZ ISM Band. The RF modules have highly sensitive receivers and to avoid self-generated noise operate either concurrently at different frequencies (FDD) or at the same frequency in a time-division manner. This Cognitive Radio Platform requires only a low-bandwidth connection to a supporting PC as all signal processing is performed on the platform
The Kansas University Agile Radio (KUAR) [8] platform was designed to be a low-cost experimental platform targeted at the frequency range 5.25 to 5.85 GHz and a tunable bandwidth of 30 MHz. The platform includes an embedded 1.4 GHz general purpose processor, Xilinx Virtex2 FPGA and supports gigabit Ethernet and PCI-express connections back to a host computer. This allows for almost all processing to be implemented on the platform. 
The mobile communications department at EURECOM proposed an open-source hardware/software development platform and open-forum for innovation in the area of digital radio communications. OpenAirInterface [9] implements in software the Physical and Medium-access layers for wireless communications as well as providing an IPv4/IPv6/MPLS network device interface under Linux. The initiative targets 4th generation wireless systems (UMTS Longterm-evolution (LTE), 802.16e/j) and rapidly-deployable MESH networks using similar radio interface technologies. The development can be seen as an open-source test-bed for advanced algorithmic prototyping and performance evaluation. 
The Universal Software Radio Peripheral (USRP) [10] is one of the most popular SDR platforms currently available and it provides the hardware platform for the GNU Radio project. The second generation platform was released in September 2008 and utilizes gigabyte Ethernet to allow support for 25 MHz of bandwidth. The system includes a medium range Xilinx Spartan3 device which allows for local processing. The radio-frequency performance of the USRP was limited and is more directed towards experimentation rather than matching any communications standard.
Regarding to WSN platforms there are many different kind of devices with similar characteristics: low power, memory and processing constraints and ISM bands. Bean [11], BTnode [12], MANTIS Nymph [13], IMote [14], MicaZ [15], SenseNode [16], XYZ [17], Sentilla Mini [18], TelosB [19], ANT [20], EyesIFX [21] or Iris [22] are some of the most important Wireless Sensor Network devices. But none of them have different radio interfaces or radio reconfiguration capabilities. 
Focusing on CWSN devices, there are no specific platforms to develop WSN applications and services with cognitive capabilities. There is a commercial product, WaspMote [23], based on an ATMEL microcontroller and an expansion board that makes it possible to use two different radio interfaces.
Here it is proposed a CWSN device with three different radio interfaces controlled by a Microchip microcontroller, becoming the only cognitive platform for WSNs with these features. It is designed fitting WSN environment limitations as for power consumption, size, cost and resources.  At the same time its modular design, based on expansion boards, and scalability make it adaptable to a wide range of WAHSN applications.
Hardware Design
The entire design of the implemented platform hardware is based on a previous experience working a CWSN node described in [24]. This node did not satisfy some of the requirements in terms of low power consumption, cost and size or communication capabilities. Therefore, a new platform was required. The aim is a flexible scheme based on three different RF bands. As a WSN platform, it must have a downward trend regarding power consumption, cost, size and resources. 
This new platform, named Cognitive Next Generation Device (cNGD) is shown at Figure 1. 
[image: ]
[bookmark: _Ref361153093][bookmark: _Ref361153084]FIGURE 1 – A PICTURE OF THE CNGD
The object is to work over different WAHSNs applications applying cognitive models, covering widely contrasting concepts and sort of applications. Hence, the desirable device must be modular and feature-expandable, easily scalable and fully configurable. 
The cNGD block diagram is explained in the next figure. 
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FIGURE 2 – CNGD BLOCK DIAGRAM
Together with the design of the node itself, some other ad-hoc devices such as proper size transceivers (Figure 3) and expansion pluggable boards were developed. These boards, called shields, aim to spread the possibilities of the main device regarding its generic and modular nature while keeping at the same time the low cost and size constraints.
The node deployed is based on a single core unit. The control core is a PIC32MX675F256L, being this one replaceable by its larger flash memory version if needed. This is a low power and low cost RTCC-including 32-bit microcontroller able to perform a throughput high enough for test-benching purposes. 
cNGD sets its RF communications over MiWi™protocol, an IEEE 802.15.4 proprietary standard for Wireless Personal Area Networks (WPAN). It presents great advantages for low transmission rates, short distances and cost constrained networks; what makes it perfect for WSN. The physical layer of this communication stack can operate over three ISM bands: 434MHz, 868 MHz and 2.4 GHz. This is one of the most important features of the device and makes it the only CWSN node with these features so far.
In order to transmit in 434MHz and 868MHz bands, the device includes two MRF49XA based-on transceivers implemented following the design guidelines proffered by Microchip. On the other hand, an MRF24J40MA RF module is responsible for the 2.4 GHz band. All of the embedded interfaces allow enabling sleep modes and they offer quite low power consumption at transmission. Additionally, they let the applications to carry out spectrum sensing, a key component of CR. There is also the possibility for the microcontroller to control the power supplying of the different RF interfaces. 
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[bookmark: _Ref361153240]FIGURE 3 – A 3D MODEL OF THE IMPLEMENTED MRF49XA RF MODULE
The hardware includes access to different peripherals since it is not designed for a determinate kind of application and must be useful as a development platform, providing the developer some extra functionalities in case of necessity. To accomplish this requirement, a set of forty pins were made accessible through a pair of 20-pin headers. These headers make the cNGD suitable for expansion pluggable and stackable shields or even with other entire nodes. This option supposes a highly valuable feature of the device keeping its low cost but spreading its possibilities modularly. Tt gives the developer the freedom to create attachable devices needed on their CWSN applications. The list of approachable peripherals and pins covers battery connection (for charging purposes), GPIOs, MCLR pin, external interruptions, analogue inputs, USB, Ethernet module, I2C bus, UARTs and SPI. It is important to point out how some of these functionalities are multiplexed and they cannot be used simultaneously.
The device might work using either an external 5V power supply, taking advantage of the rated voltage used by USB standard, or a 3.3V battery. In case of using an external 5V supply the device lessens it to 3.3V by action of a voltage regulator. This regulator can be deactivated, cutting down its power consumption if it was not needed. A switch allows commuting between batteries or wired supply mode. The battery is shown as essential chance for portability in the research. A battery charger shield was designed and implemented for Ni-Mh and Ni-Cd options. The shrinkage of the power consumption, due primarily to the use of the chosen RF interfaces, is greatly noticeable. On Table 1, information about the power consumption of the platform is shown. 
[bookmark: _Ref361325605]TABLE 1 – INFORMATION ABOUT CNGD POWER CONSUMPTION
	Design element and operation mode
	Supply current (IDC)

	434/868 MHz transceiver (RX mode)
	~ 11 mA

	2,4 GHz transceiver (RX mode)
	16,5 mA

	Trasnsceivers (sleep mode)
	Negligible

	MCU (run mode at 80 MHz)
	50,9 mA

	MCU (sleep mode)
	Negligible

	Power indication LEDs
	~ 2,00 mA

	RS232 shield
	~ 8.0 mA



The hardware also provides wired serial communication using USB 2.0, which provides interoperability and greater ease for data acquisition from the running application into any device, normally a computer. Besides, the developer might design its own wired communication way by using the different buses at the headers. For this work it was designed a simple serial communication shield between one UART and a classic rs232 interface over the rs232SHIELD.
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FIGURE 4 – CHAGERSHIELD (ABOVE) AND RS232SHIELD (BELOW)
The device contains, apart from the reset push-button, two other general purpose buttons. It provides as well three configurable leds the application might use for its own purposes. An RJ-12 connector incrusted into the main board lets the controller be programmed by taking advantage of the development framework provided by Microchip.
Therefore, the hardware capabilities include RF communication over three different RF bands controlled by a single PIC, first time on a CWSN platform. As well, it hosts accessible external interruptions, SPIs, Ethernet modules and other peripherals through headers to fit the developer requirements with modular attachable devices. It also comprises wired communication through USB and portability options including an appended battery. 
Firmware design
In this section, features of the node’s firmware, the RF protocol stack, and the designed Hardware Abstraction Layer (HAL) are explained. 
As it was mentioned, cNGD is based on a 32-bit microcontroller and three RF transceivers, each over an ISM band. As these elements are all part of Microchip’s portfolio, incompatibility issues were avoidable and communications among them were quite straightforward.
Adapted MiWi™ Protocol Stack
The chosen transceivers can work either with Microchip’s proprietary MiWi™ protocol stack (free of charge) or with ZigBee™ stack (under license). It was decided to use MiWi™ since this one supposes and easier and lighter solution. Its features cover firmware-specific CWSN requirements: radio parameters reconfiguration, spectrum sensing capabilities and enough data rate for potential applications.
The MiWi™ protocol stack is structured in layers according to the OSI model and the IEEE 802.15.4 standard. Its implementation ranges from physical to network layer, with three network protocols available. The protocol to be used can be chosen regarding network topology, size and routing requirements. Microchip also offers a top layer interface as an API for developing user applications.
Originally, MiWi™ stack was designed to work only with one of its compatible transceivers at a time. In order to admit the three desired devices, an exhaustive MiWi™ protocol stack adaptation was carried out. Thanks to the adaptation, the node firmware can handle all the transceivers’ routines and protocols’ tasks together as a whole.
Otherwise, the replication of the stack threefold would have been very inefficient in terms of processing and memory usage. The average program memory saved with this firmware is estimated at 31%, with variations regarding configuration parameters. This improvement would be even more significant if the HAL implementation were not taken into account. 
During the implementation process, an important effort was aimed at achieving a more modular and flexible design. The firmware must be coherent with the hardware design, but also must be highly reconfigurable and admit upgrades, for instance, over error messages. The design decisions pursue optimal resources utilization and independence from the hardware design. For instance, if a simplified node implementation with not all the RF modules and different peripherals selection were desired, the firmware will be still working with minimal configuration changes.
Hardware Abstraction Layer
In order to isolate the developer from the complexity of the adapted protocol stack, a HAL has been implemented. It offers the upper layer a set of functions as an API, enabling the application or modules development without the need of understanding lots of the stack details. Despite the fact that the HAL implementation implies more RAM and flash memory usage, the benefits make up for this drawback.
All HAL functions are designed for returning an error code. Thus, the upper layer can be aware of the result of the last action carried out and, if necessary, it can undertake countermeasures regarding the identified error cause. This leads to both a reduction of applications development time and a more reliable network operation. The HAL implementation is scalable, as new error codes, functionalities and modules can be incorporated to it.
The HAL deals with network initialization and maintenance, power management and debugging, among others. However, as the design is intended to be a node for CWSN, the emphasis was placed on radio communication and reconfiguration. It was an objective to keep the HAL functions simple and yet covering the most functionalities as possible. As an example, the node can do an energy scan over all the frequency bands with a single call to the proper procedure.
The available configuration choices have been widened due to the additional versatility provided by the HAL. One of the most remarkable features of the node’s firmware is the possibility of tailoring the configuration parameters to fit the target application requirements. 
All in all, the adapted protocol stack and the implemented HAL provide the cognitive module and the applications with an easy and intuitive interface for managing the node's features.
Software architecture
Overview
As it was exposed previously the model is based in the Connectivity Brokerage scheme. This architecture is composed by six different modules described further on.
Apart from these modules, two more have been added to the structure, Messenger and Virtual Control Channel (VCC ).
Although the function of each module is described in detail at the Connectivity Brokerage, a brief description seems appropriated.
The Repository stores information regarding the node, the network, nodes from inside or outside the network and the environment.
The Discovery module collects information considered interesting such as RSSI (Received Signal Strength Indicator), LQI (Link Quality Indicator) and different information regarding the discovered nodes.
The Optimization module executes the desired cognitive strategy.
The Execution module takes actions normally ordered by the Optimization module.
Access Control module is the responsible to control the actions other nodes are able to take in such node.
The Policy module has some variables representing different policies such as Energy Consumption, Security and others alike. Different weights of these variables will make Optimization module to take different actions.
Conceptually, the VCC module already existed in the Connectivity Brokerage, but not as part of the CRModule. In this implementation, part of the VCC’s functionality has been included within the CRModule in a module with the same name. This will be justified in the next point of this article.
The Messenger module acts as a bridge for communicating the rest of the modules with each other and with the VCC module itself. However not all the modules are able to communicate with the rest, for example, the Repository module cannot request anything to others as far as its purpose is just to store data. That is the reason why the possible interactions between modules are presented. The relations describe the requests in a unidirectional way.
In Table 2 the relation between modules can be seen marked with Ms to represent the requests are processed through the Messenger module. As it was said, the Repository module cannot request anything to any other model.
Table 2 – Relationships between modules
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M: Messenger; 		A: Access Control.
VCC module request are represented with M-A, meaning that these request will arrive to the destiny module through Messenger and also upon Access Control approval
Modules
Following up, the two new modules are described in deep.
The Messenger module has been added in order to reduce complexity when implementing strategies and to increase scalability of the software architecture. 
When implementing cognitive strategies to be carried out in a node, one of the problems to be faced is the creation of a relatively high amount of messages between modules and that is why a Messenger module is helpful, as long as it flattens the communications between them.
It can be supposed one strategy being executed in routines allocated in the Optimizer module. These routines will potentially need to interact with Repository, Executive, Discovery and probably other nodes in the network, which implies the interaction with the VCC module. The shortest way to do this is to call directly the specific functions of each module.
However, as the functionality of the modules increases, it becomes more and more complex to implement these callings. Furthermore, if the name of a function is changed, a function itself is deleted, added or its parameters are changed, or even if it becomes necessary to add a new module, it would be a very complex task to reflect those changes in all the modules affected by them. So, the Messenger module provides an interface to communicate each module with any other in a generic way.
A pretty simple VCC module has been included in the CRModule due to the need of being able to send messages between modules in different nodes. When implementing a cognitive based strategy in CWSN, as a cooperative network, it is common that multiple nodes will be implied in the strategy. That way the Optimizer module of a node may need some information from the Repository module of other nodes, execute changes in them through their Executive module or just ask to their Optimizer module to carry out the same cognitive strategy of the first one. Therefore, the VCC module constitutes a tool for creating and processing messages received from and sent to other nodes in the network.
Communications
As it has been explained, there will be two different types of messages depending on whether their destiny is another module of the same node or of a different node.
Consequently the Messenger module is composed by two message processors, one to send the requests to other modules in the node and the other to send/receive requests to/from other modules of external nodes.
When requesting to another module in the same node, apart from the two modules involved in the communication, only the Messenger module gets into scene as specified in the previous section. Its aim is to transport the request from origin to destiny. To do that, a primal function is defined in the Messenger module. This function is generic so it can be used to send requests between any modules (in accordance to Table 2). The function has also some generic parameters that carry any kind of module-specific variables to the destiny.
When the request goes to a module in a different node in the network, the communication can be seen as the one explained above for the transmitting node, as it is a request sent by the origin module to the VCC module. However, internally in the Messenger module, it is processed by a different message processor which also adds the proper header to the message prior to sending it to the VCC module, so it will be ready for sending it wirelessly.
When receiving a control message from another node, the VCC module will parse it to extract destiny and requested information, and will send it to the destiny module through Messenger. It will be again the external message processor in the Messenger module the one to process it.
When Messenger is prompted to process a message that comes from the VCC module, it automatically knows that it is a control message coming from a different node. Therefore, prior to sending the request to the destiny module, it will check the permissions for the origin node, destiny module and specific function that are requested in the Access Control module. The next diagram illustrates this sequence.

FIGURE 5 – RECEIVING CONTROL MESSAGE PROTOCOL

The CRModule provides a platform for carrying out cognitive and cooperative strategies not only in one node but in a network, and make their implementation less complex and more efficient in terms of memory.
[bookmark: _Ref332210571]Conclusions
CWSNs appear as a new concept proposing collaborative and learning models focused on performance improvements and facing related troubles as spectrum saturation. Because of the novel research field, there are not many specific devices to keep researching over this promising concept. 
The presented work supposes a versatile platform to work over CWSNs development and deployment. Combining hardware and software modules, it offers a flexible modular design widely adaptable over the range of WAHSNs applications. The sort of device here shown features some properties, such that makes it unique on its field, such as its capability to communicate over three different ISM RF bands.
[bookmark: _GoBack]The hardware fits the conditions and requirements according to WSN environments. Low power consumption, size and cost limitations are taken into account in order to achieve real test-benching purposes, application development or even possible complete implementations. 
To keep the downtrend on complexity, consumption, size and cost an expansion system for the node devices was implemented, allowing developers to create new attachable functionalities and possibilities or give different capabilities to distinct reduced node groups of the total set. 
cNGD’s firmware was developed focused on abstracting the developer and the application from the cognitive model and the direct hardware management. Furthermore, a single MiWi™ stack was adapted to deal with the three RF transceivers instead of using three different stacks. The average program memory saved with this firmware is of 31%. The firmware also represents scalability and modularity, being adjustable to whichever application. To carry out the cognitive algorithms, the software architecture implements the named Connectivity Brokerage scheme, including some extra modules to achieve a greater flexibility and reducing complexity on the structure.
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